
ar
X

iv
:1

20
1.

51
72

v1
  [

he
p-

ex
] 

 2
5 

Ja
n 

20
12

Fermilab-Pub-12/020-E

Measurement of the top quark mass in pp̄ collisions using events with two leptons
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We present a measurement of the top quark mass (mt) in pp̄ collisions at
√
s = 1.96 TeV using

tt̄ events with two leptons (ee, eµ or µµ) in the final state in 4.3 fb−1 of data collected with the D0
detector at the Fermilab Tevatron collider. We analyze the kinematically underconstrained dilepton
events by integrating over the neutrino rapidity distributions. We reduce the dominant systematic
uncertainties from jet energy calibration using a correction obtained from tt̄→ℓ+jets events. We also
correct jets in simulated events to replicate the quark flavor dependence of the jet response in data.
In combination with our previous analysis [1], we measure mt = 174.0 ± 2.4(stat) ± 1.4(syst) GeV.

PACS numbers: 12.15.Ff, 14.65.Ha

The masses of fundamental fermions in the standard
model (SM) are generated through their interaction with
a hypothesized scalar Higgs field with a strength given
by a Yukawa coupling specific to each fermion species.
The Yukawa coupling of the top quark is 1 within uncer-
tainties, and this value is directly constrained by a mea-
surement of the top quark mass. Recent direct searches
for the SM Higgs boson have excluded a substantial part
of the allowed mass range [2–4] without yielding a dis-
covery. It is important to sharpen the prediction for the
Higgs boson mass. This requires precise measurements
of the W boson mass, MW , and the top quark mass, mt,
since the masses of these three particles are connected in
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the SM through radiative corrections.

In pp̄ collisions, top quarks t are primarily produced
in tt̄ pairs, with each t quark decaying predominantly
to b quarks with BR(t → Wb) ∼ 100%. These events
yield final states with either 0, 1, or 2 leptons from the
decays of the two W bosons coming from tt̄ decay. We
consider here the dilepton channel where the two leptons
are electrons or muons of large transverse momentum,
pT . We analyzed such dilepton events using previously
collected data [1, 5] with the neutrino weighting (νWT)
approach [6]. While the dilepton channel has low back-
grounds, the small branching ratio into leptons means
that mt measurements from these events were statisti-
cally limited until recently [7]. In addition, dominant
systematic uncertainties from jet energy calibration have
been large [1] in this channel compared to the channel
with one lepton and four or more jets (ℓ+jets). In ℓ+jets
events, two quarks originating from W boson decay yield
a dijet mass signature that permits a precise calibration
of jet energies for the mass measurement in tt̄ events [8].
In this Letter, we present a new measurement ofmt using
the D0 detector with 4.3 fb−1 of pp̄ collider data in the ee,
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eµ, and µµ final states. We improve the jet calibration by
using the energy scale derived in ℓ+jets events [9]. Our
approach differs from [10] in that we do not use the ℓ+jets
scale constraint through a combined fit of the ℓ+jets and
dilepton events. Instead we use the calibration obtained
from the ℓ+jets events and carefully estimate the uncer-
tainties originating from the use of that calibration in a
different environment. This demonstrates how the cali-
bration obtained using the dijet constraint from MW can
be applied to different final states.

The D0 detector [11] is a multipurpose detector op-
erated at the Fermilab Tevatron pp̄ collider. The inner
detector consists of coaxial cylinders and disks of silicon
microstrips for track and vertex reconstruction. Eight
layers of scintillating fibers arranged in doublets surround
the silicon microstrip tracker to provide further tracking
measurements out to forward pseudorapidities, η [12]. A
1.9 T solenoid produces a magnetic field for the tracking
detectors. Uranium-liquid argon calorimeters surround
the tracking volume and perform both electromagnetic
and hadronic shower energy measurements. Thin scintil-
lation inter-cryostat detectors provide shower sampling
in the region between the central and endcap calorime-
ters. Three layers of proportional drift tubes and scintil-
lation counters reside outside the calorimetry, with 1.8 T
toroids that provide muon identification and independent
measurement of muon momenta.

We simulate tt̄ events using Monte Carlo (MC) sam-
ples for 140 GeV < mt < 200 GeV using the alpgen

generator [13] and pythia [14] for parton fragmenta-
tion. Backgrounds originate from Z/γ∗ → 2ℓ+jets and
WW/WZ/ZZ → 2ℓ+jets production. For the former we
use alpgen plus pythia, while diboson backgrounds are
simulated with pythia. We pass all MC events through
a full detector simulation based on geant [15]. Back-
grounds from instrumental effects that result in misiden-
tified leptons are modeled using data.

We use single and two lepton triggers to select events
used in this analysis. Data and simulated events are re-
constructed to provide the momenta of tracks, jets, and
lepton candidates. Charged leptons are required to be
isolated from other calorimeter energy deposits, and to
have an associated track in the inner detector. Calorime-
ter shower and tracking information are used to identify
electrons. Track parameters in the muon and inner de-
tector system are used to identify muons. We reconstruct
jets with an iterative, midpoint cone algorithm with ra-
dius Rcone = 0.5 [16]. Jets are calibrated with the stan-
dard D0 jet energy scale method [17], which corrects to
the jet energy measured with the same cone algorithm
applied to particles from jet fragmentation before they
interact with the detector. The jets in data and MC are
calibrated independently so that their relative response
is close to 1. This corrects for detector response, energy
deposited outside of the jet cone, electronics noise, and
pileup. The largest correction compensates for the detec-
tor response, and is extracted using γ+jet events in data
and MC. We also correct jets for the pT of any embedded

muon plus that of the associated neutrino. We initially
apply the standard calibration because it provides de-
tailed pT and η dependent corrections. It also provides
distinct corrections to jets and the imbalance in event
missing transverse energy, 6ET , because several compo-
nents (e.g. noise and out-of-cone effects) result from the
jet reconstruction algorithm rather than any undetected
energy. In the pT range of jets found in tt̄ events, the
uncertainty of the standard D0 jet energy calibration av-
erages 2% and is dominated by systematic effects. We
use responses of single particles from data and MC to
determine the energy scale for different jet flavors. We
correct MC jets by the ratio of data response to MC re-
sponse according to their flavor to ensure that the MC
reflects the flavor dependence in data, as in [9]. We cal-
culate 6ET as the negative of the vector sum of all trans-
verse components of calorimeter cell energies and muon
track momenta, corrected for the response to electrons
and jets.

Events are selected to have two leptons (ee, eµ, µµ)
and two or more jets. The leptons must have pT >
15 GeV and the jets must have pT > 20 GeV. Electrons
and jets are required to satisfy |η| < 2.5, while muons
must have |η| < 2. We further require 6ET> 40 GeV in
the µµ channel. The eµ events must satisfy HT > 120
GeV, where HT is defined to be the sum of the pT s of
jets and the leading lepton. In µµ and ee events, we
further require 6ET to be significantly different than typi-
cal values found in the distribution from Z boson events.
These and all other selections are detailed in [18]. We ob-
serve 50, 198, and 84 events with expected background
yields of 10.4, 28.1, and 31.0 events in the ee, eµ, and µµ
channels, respectively.

In ℓ+jets events, one W boson decays to two quarks
which fragment to jets. The invariant mass of this jet
pair can be used to improve the calibration for all jets in
these events. Complications arise because the four jets in
the ℓ+jets events can be incorrectly assigned to the initial
four quarks. Energy from different partons is also mixed
in the same jet due to a high jet multiplicity. Observed jet
energies are also affected by color flow effects, which are
different for the b-quark jets and for jets from the decay
of color singletW bosons. These attributes are specific to
a particular event topology such as ℓ+jets. Nevertheless,
a scale factor based on the dijet invariant mass that is
correlated with MW can be extracted. The most recent
analysis of this kind by D0 used 2.6 fb−1 of data and
obtained a calibration factor of 1.013 ± 0.008(stat) [9].
The uncertainty of 0.8% is substantially smaller than that
of the standard jet energy correction and will decrease
with additional data.

The jet multiplicity is different in dilepton (2ℓ) and
ℓ+jets events. In order to carry over the ℓ+jets cali-
bration, we must consider the possibility that the en-
ergy scale of the b-quark jets in the two channels can
differ. We calculate the energy scale, R2ℓ, for MC b-
quark jets in the dilepton sample using known responses
for single particles that fall within the reconstructed jet
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cone. We calculate this response using single particle
responses from data, giving R2ℓ

data, and using particle re-
sponses from MC, giving R2ℓ

MC. We calculate the ratio
of these two responses, and the analogous ratio for MC
b-quark jets in the ℓ+jets sample. The ratio of these two
ratios

Rb
2ℓ(p

b
T ) =

R2ℓ
data(p

b
T )/R

2ℓ
MC(p

b
T )

Rℓ+jets
data (pbT )/R

ℓ+jets
MC (pbT )

, (1)

varies between 1.001 and 1.003 depending on b-quark jet
pT , p

b
T . The particle multiplicity of b-quark jets in ℓ+jets

events is a few percent higher than in the dilepton sam-
ple, which is a sufficiently large difference to account for
the observed value of Rb

2ℓ. Therefore, we take 0.3% from
the maximum excursion of Rb

2ℓ from unity as a system-
atic uncertainty on carrying over the ℓ+jets scale to the
jets in our dilepton sample, which we apply as a direct
correction in addition to the standard calibration.

The jet energy scale calibration obtained in [9] is based
on a subset of the data used for this analysis and there-
fore we have to estimate the effect of using the calibra-
tion on a larger data set. The instantaneous luminosity
of the dilepton sample is higher on average. We reweight
the distribution of the number of primary vertices in the
ℓ+jets sample to match the distribution in the 4.3 fb−1

ℓ+jets data and recalculate the ℓ+jets energy scale. This
produces a negligible effect. To account for a possible
shift in the energy scale of the liquid argon calorimeter,
we apply a correction derived from 4.3 fb−1 rather than
2.6 fb−1, and this yields a 0.7% shift in jet energy scale.
From these studies, we obtain a total uncertainty on
the ℓ+jets energy scale as applied to our analysis as the
sum in quadrature of the statistical uncertainty (0.8%),
Rb

2ℓ (0.3%), and the calorimeter calibration (0.7%). This
yields a 1.1% uncertainty when applying the ℓ+jets en-
ergy scale.

The consequence of two neutrinos in dilepton events
is an underconstrained kinematics. We employ the νWT
technique to extractmt [6] due to its weak dependence on
the modeling details of tt̄ events. We integrate over the η
distributions of both neutrinos and solve the event kine-
matics to allow a calculation of 6ET from the neutrino
momentum solutions. We have increased the sampling
for this integration by an order of magnitude relative to
our previous analysis [1], which improves the expected
statistical uncertainty on mt by 4%. By comparing the
calculated 6ET to the measured 6ET for each event, we
calculate a weight for a given mt. For each neutrino
rapidity sampling, we sum the weight values calculated
from all combinations of neutrino momentum solutions
and jet assignments. We therefore arrive at a distribu-
tion of relative weight for a range of mt for each event.
Requiring the integral of this distribution to be nonzero
excludes events with a measured 6ET that is incompat-
ible with coming from neutrinos from top quark decay.
This introduces a small inefficiency for the tt̄ signal and
reduces the background contamination in the final sam-

TABLE I. Calibration parameters for the analysis of ee, eµ,
and µµ channels and the combination of these channels.

Channel Slope Offset [GeV] Pull width
ee 0.976± 0.014 0.03± 0.16 1.01± 0.01
eµ 0.973± 0.012 0.43± 0.14 1.03± 0.01
µµ 1.038± 0.022 0.49± 0.23 1.06± 0.03

ple. Our final kinematically reconstructed data sample
consists of 49, 190, and 80 events in the ee, eµ, and µµ
channels, respectively.
Probability distributions of the mean and RMS val-

ues (µw and σw, respectively) of the event weight dis-
tributions are constructed for background in each chan-
nel. Each background component is normalized to its
expected event yield. We generate distributions of tt̄ sig-
nal probability as a function of µw, σw, and mt. We
perform a binned maximum likelihood fit of an analyzed
event sample to these probability distributions accord-
ing to the total signal and background yields expected
in our data. The signal yield is normalized to the cal-
culated cross section for tt̄ production [19] evaluated at
mt = 172.5 GeV. For all measurements, we obtain a like-
lihood (L) vs. mt. We fit a parabola to the − lnL vs. mt,
and the fitted mass, mfit

t , is defined as the lowest point
of the parabola. The − lnL vs. mt for data is shown in
Fig. 1. The statistical uncertainty for each measurement
is taken as the half-width of the parabola at 0.5 units in
− lnL above the minimum at mfit

t .
The above procedure is followed for the extraction of

mt from data and is used to calibrate the result as follows.
We construct pseudoexperiments from signal and back-
ground MC samples according to their expected yields
and allow fluctuations in each such that the total equals
the number of observed events. We perform 1000 pseudo-
experiments for each channel and measure mfit

t in each.
A linear fit of mfit

t vs. the input mt provides a calibration
for our method. We also calculate the pull width of the
average estimated statistical uncertainty vs the RMS of
mfit

t values. The resulting slopes, offsets, and pull widths
are given in Table I. The mfit

t and estimated statistical
uncertainty on the data are corrected with these param-
eters. We obtain a calibrated mass measurement for the
4.3 fb−1 sample in the ee, eµ, and µµ channels.
The largest systematic uncertainties are associated

with the jet calibration. We change the ℓ+jets energy
scale factor by ±1.1% and perform our analysis to ob-
tain a systematic uncertainty on mt. This yields an un-
certainty of 0.9 GeV. The result of the ℓ+jets analysis
is a single scale factor averaged over all jet pT s that are
utilized in the dijet mass, i.e. dominated by light quark
jets from W boson decay. As in [9], we determine an
additional uncertainty to account for the difference in
pT distribution for the b-quark jets in dilepton events
as compared to jets from the W → jj sample. To es-
timate an uncertainty from this difference, we treat the
pT and η dependence of the uncertainty in the standard
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FIG. 1. The − lnL vs. mt for the combination of ee, eµ, and
µµ channels. A parabolic fit near the minimum is shown.

jet energy scale as a possible dependence of the resid-
ual energy scale following the calibration to ℓ+jets. We
calculate the average of the energy scale uncertainty for
jets in dilepton events as follows. For each jet, we ap-
ply a shift equal to the difference between its uncertainty
in energy scale, normalized to its energy scale, and the
sample’s average uncertainty in energy scale normalized
to that energy scale. Propagating this difference through
the mass analysis yields a 0.3 GeV uncertainty on mt.

The flavor-dependent jet energy corrections described
earlier allow our mass templates, which are determined
largely from MC samples, to accurately reflect the data.
As in [9], we propagate the uncertainty in these correc-
tions and obtain a systematic uncertainty on the top
quark mass of 0.5 GeV.

We evaluate the effect of our uncertainty in model-
ing initial state radiation (ISR) and final state radiation
(FSR) by comparing pythia with different ISR and FSR
parameters. Color reconnection uncertainties are esti-
mated by comparing the analysis with pythia using two
different tunes [20]. Higher order QCD evolution is esti-
mated by comparing the nominal alpgen plus pythia

configuration with mc@nlo plus herwig [21]. To esti-
mate our sensitivity to uncertainties in the parton distri-
bution functions, PDFs, we use the CTEQ6M PDF set
to employ the method described in [22].

We modify the jet energy resolution in MC events to
reflect the resolution in data. We evaluate the effect of
an uncertainty in this oversmearing on the mass mea-
surement by shifting the jet resolution by one standard
deviation. We treat the electron and muon energy and
momentum scales similarly by shifting their calibrations
within uncertainties.

We account for the uncertainty in the method arising
from the uncertainties on the offset and slope of the cal-
ibration from pseudoexperiments. We also estimate the
uncertainty due to the statistics employed in our tem-
plates of the probability distribution. We construct 1000
new templates, for both signal and background, and vary

TABLE II. Estimated systematic uncertainties on mt for the
combined dilepton measurement.

Source Uncertainty (GeV)
Jet energy calibration

Overall scale 0.9
Flavor dependence 0.5
Residual scale 0.3

Signal modeling
ISR/FSR 0.4
Color reconnection 0.5
Higher order effects 0.6
b quark fragmentation 0.1
PDF uncertainty 0.5

Object reconstruction
Muon pT resolution 0.2
Electron energy scale 0.2
Muon pT scale 0.2
Jet resolution 0.3
Jet identification 0.3

Method
Calibration 0.1
Template statistics 0.5
Signal fraction 0.2

Total systematic uncertainty 1.5

their bin contents within their Gaussian uncertainties.
With these templates, we obtain 1000 new measurements
from data and quote the RMS of these values as a sys-
tematic uncertainty. We assign a systematic uncertainty
on the signal fraction by shifting the background contri-
butions in pseudoexperiments within their total uncer-
tainty.
We combine measurements in the three dilepton chan-

nels using the method of best linear unbiased estima-
tor [23]. We calculate each systematic uncertainty for
the combined result, as given in Table II, according to
its correlation among channels. The resulting measure-
ment gives mt = 173.7± 2.8(stat)± 1.5(syst) GeV.
We combine this measurement with D0’s measure-

ment in the preceding 1 fb−1 of data using the νWT
and matrix weighting methods [1]. Some uncertainties
evaluated in the 4.3 fb−1 sample are not available for
the 1.0 fb−1 sample. In these cases, we add the new
uncertainties to the result from the previous analysis.
We consider the statistical uncertainties uncorrelated,
as well as several systematic uncertainties: calibration
of method, template statistics, overall jet energy scale,
and flavor dependence (“b-quark/light quark” in the pre-
vious analysis). We consider all other uncertainties to
be fully correlated. The combined measurement yields
mt = 174.0 ± 2.4(stat) ± 1.4(syst) GeV. This is consis-
tent with measurements in other channels and is the most
precise mt measurement in the dilepton channel to date.
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